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Research
Questions

● RQ1: How Do 
Disfluencies 
Impact 
Summarization 
Quality? We 
synthetically inject 
disfluency events 
(repeats, 
interjections, false 
starts, and their 
combinations) at a 
range of severity 
levels and measure 
their impact on 
summarization 
quality.

● RQ2: Can 
Summarization 
Quality be 
Improved By 
Directly 
Modeling 
Disfluency? We 
explore the use of a 
state-of-the-art 
disfluency detection 
model [2] to improve 
the summarization 
quality by either (1) 
removing the 
disflencies, or (2) 
tagging the 
disfluencies. 
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Code

● We use a disfluency 
annotation model [3] 
to label disfluencies.

● We then examine the 
impact of: (i) repairing 
the transcripts via 
disfluency removal, 
and (ii) tagging the 
disfluencies in the 
transcripts (<DIS>).

RQ1: Stress Testing Summarization Models (N=0 to N=10)
● We consider 6 models: 

1min baseline, 
cued_speechUniv2, 
BART, T5, Pegasus, 
Llama 2-Chat.

● Overall drop in 
ROUGE-L with 
increased N.

● T5 and Pegasus are the 
least resilient, BART is 
moderately resilient, and 
cued_speechUniv2 and 
Llama 2-chat are the 
most resilient.

RQ2: Repairing & Tagging Transcripts for Fine-Tuning (N=2)

BART cued_speechUniv2
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We find that training on the repaired transcripts (trainR ) and testing on the original 
transcripts (test) yields the best results.

RQ1: Synthetic Disfluency Injection (N)
● We use 1,020 podcasts from the Spotify Podcasts Dataset 

[1] for our experiments for consistency with the 2020 TREC 
Podcasts Track summarization task [2].

● For repeats and interjections, we sample from X∼N (μ=10, σ=1) 
to determine the position at which the term(s) should be 
injected into the transcript N times; interjections are uniformly 
randomly selected from: uh, um, well, like, so, okay, I mean, you know.

● For false starts, sentences >4 words are non-uniformly 
sampled with 80/20 probability with replacement, and the 
selected sentences have a false start (first 2 words of 
sentence) injected N times.

● We vary N from 1 to 10 to isolate the impact of increased 
disfluency and stress test the summarization systems. 


